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1. INTRODUCTION
In this report, we discuss the parameters that are importantfor

the generation of synthetic topologies. We focus on the parameters
that are significant for the evaluation of interdomain routing pro-
tocols and interdomain traffic engineering, though this discussion
also largely applies to the evaluation of other protocols orapplica-
tions. Indeed, the evaluation of applications such as Voice/Video
over IP or peer-to-peer (P2P) software critically depends on the
properties captured by the topology model. For the Voice/Video
over IP protocol, the delay between participants as well as their
geographic distribution are relevant. For P2P, the heterogeneity of
link capacities has an impact on the performance [36]. In thecase
of routing protocols and traffic engineering methods, another rele-
vant property of the topology is the path diversity, i.e. theexistence
of alternative paths between a source and a destination. These paths
may have differing properties such as the delay, the available band-
width or even the node- or edge-disjointness.

The problem of obtaining an accurate picture of the Internet
topology is not new. We do not know the shape of the Internet
today, especially at the router level. There are multiple reasons for
this. First, we do not know about the internal structure of domains
since their operators are often reluctant to publish the topology of
their network. The internal structure of a domain is important since
it constrains the paths that intradomain and interdomain routing
protocols will select. Second, we do not know how domains are
connected together. There is no map of the Internet available to-
day. Looking at BGP routing tables from a small set of monitoring
points [40] provides a gross picture of the interdomain graph. How-
ever, this approach misses a large number of edges, mainly ofthe
shared-cost type, that are valuable for interdomain routing proto-
cols. In addition, the interdomain graph that we have today indi-
cates when domains are connected together, but it does not provide
information on the link redundancy. Finally, an important charac-
teristic of the interdomain graph is the notion of policies.To the
opposite of the intradomain graph, not all paths through thein-
terdomain graph are allowed. These paths are constrained bythe
policies that are enforced by the domains. Hence, the edges of the
interdomain graph must be fitted out with attributes definingthe
relationship [19] between the interconnected domains.
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Today, no topology generator is able to produce router-level topolo-
gies of the Internet in a satisfactory way. In this chapter, we propose
a methodology to build more realistic router-level topologies and
we apply it to the construction of an experimental Internet topol-
ogy. We first survey in Section 2, the approaches currently being
used by researchers to infer or generate Internet-like topologies.
Second, we summarize in Section 3 what are the important charac-
teristics of Internet topologies suitable for the evaluation of inter-
domain routing protocols and traffic engineering techniques. Third,
we describe our approach in Section 4. We start by describinghow
real-world network toppologies are designed. We survey themet-
rics that can be used to evaluate a network design. Then, we define
our methodology for building router-level topologies. In Section 5,
we apply this methodology to the construction of an experimental
Internet topology. Finally, we conclude in Section 6.

2. RELATED WORK
Several approaches to the generation of Internet router-level topolo-

gies suitable for simulation have been proposed in the literature.
The first and most natural approach was to rely on existing network
topologies. This approach is limited due to the difficulty ofob-
taining the topology of operational networks today. Most network
operators still feel nervous when asked to reveal a precise view of
their network topology. There has then been proposals for inferring
network topologies at the router-level from measurements.Rocket-
fuel [38] is the most famous of these techniques and it relieson the
result of several traceroutes. Unfortunately, since traceroutes only
perform a sampling of the real network topology, these techniques
sometimes miss multiple paths between routers [26], [44]. In ad-
dition, these techniques sometimes fail to resolve router aliases re-
sulting in links and routers that do not really exist [44].

At the AS-level, techniques such as [40] have been proposed
to infer the business relationships between domains from multi-
ple BGP routing table dumps. These techniques also provide an
undersampling of the real interdomain topology since BGP rout-
ing tables only provide the best routes selected by BGP [2]. These
topologies are thus not representative of the actual diversity of the
AS-level paths. In [9], Willinger et al discuss the completeness of
the inferred topologies based on local views. In addition, inferred
AS-level topologies do not provide information on the number of
peerings between domains nor information on the internal structure
of domains. Other inferrence techniques have been proposedlater,
such as [4] and [12]. The later shows that using BGP updates more
peering links are discovered. However these techniques suffer from
the same limitations as studied in [9].

Another approach consists in generating synthetic topologies shar-
ing selected properties with the real Internet. Available generators
such as BRITE [29] and GT-ITM [8] produce topologies that re-



spect graph properties seen in the real Internet. GT-ITM forin-
stance allows to build router-level topologies with a backbone/access
hierarchy. Nodes are placed randomly on a map and connected us-
ing a probabilistic model such as Waxman [47]. The problem of
this approach is that topologies are generated in order to mimic
pure graph properties of real networks. They fail to capturethe
optimization process that is also at the basis of the real network
topologies.

In [3], Alderson et al have presented a novel approach to the de-
sign and generation of realistic Internet topologies whichreposes
on taking into account the economical and technical drivingforces
of the Internet. Their idea consists in formulating the network de-
sign problem as an optimization problem which takes as inputa
traffic demand and produces a router/host level topology. Later, in
[27], Li et al have propsed new metrics for evaluating generated
topologies. They have used their metrics to evaluate various gen-
erated topologies and compare them to real networks and Heuris-
tically Optimal Tradeoffs (HOT) networks [14] that have thesame
node-degree distribution. They concluded that topologiesgener-
ated without taking into account economical and technical con-
straints perform poorly. They also predicted that future topology
generators should not be built on pure graph-theoretic properties
but upon more pragmatic properties such as the maximum through-
put that can be achieved by the network and its resilience to failures.

3. MOTIVATIONS AND REQUIREMENTS
In this section, we describe the key characteristics that a model

of the Internet topology should capture to be suitable for the eval-
uation of interdomain routing and traffic engineering. These re-
quirements cover both intradomain and interdomain characteristics
of the topology.

• Realistic intradomain structure. Each domain in the In-
ternet can be composed of several routers. The structure of
the interconnection of these routers is an important charac-
teristic of the Internet topology. There are different reasons
to take into account the intradomain structure of domains in
a model of the Internet topology. First, the characteristics
of the intradomain paths such asthe delay or the bandwidth
are components of the interdomain paths characteristics. The
internal structure of a domain must therefore include such
characteristics. Second,the paths available to cross a do-
main influence the selection of interdomain paths. With BGP
for instance, this interaction is known as hot-potato routing,
i.e. BGP will prefer to cross the domain with the lowest IGP
cost path. The paths used to traverse a domain will depend
on the setting of the IGP weights. We showed in Chapter??
that in the GEANT network, a large number of routing deci-
sions were based on the IGP cost. Finally, inside a domain
there are oftenmultiple pathsto go from an ingress point to
an egress point. This diversity of available paths influences
the performance of traffic engineering techniques. The inter-
nal structure of domains is thus an important component of a
realistic model of the Internet topology.

• Redundancy of interdomain links. Another relevant char-
acteristic of the Internet topology is the availability of mul-
tiple parallel links between two different domains. Internet
domains maintain multiple peering links with their neighbors
for different reasons. A first reason is theresilienceof the
peering: if one link fails, the peering is still operational. A
second reason is the ability to balance the traffic load accross
multiple interdomain links, leading to anincreased band-
width. A third reason is the provision of egress points that

are closer to a given geographical area. Modeling multiple
links between two domains is thus important for the evalua-
tion of interdomain traffic engineering solutions. In current
approaches such as BRITE, redundancy can occur acciden-
taly while it is deliberate in the real world.

• BGP sessions graph. The physical Internet topology is over-
layed by a graph of BGP sessions. This graph has two im-
portant characteristics that matter for the evaluation of inter-
domain routing and traffic engineering. The first one is the
presence ofBGP policieson eBGP sessions. These policies
will constrain the authorized interdomain paths [19]. The
second characteristic is thegraph of iBGP sessionswithin
each domain. The default graph is a clique, but it quickly
becomes too large when the number of routers in the do-
main grows. For this reason, hierarchical iBGP topologies
have been introduced. These topologies rely on the utiliza-
tion of route-reflectors. The introduction of route-reflectors
in an iBGP topology change can cause important changes in
the selection of interdomain routes. Typically, small domains
will use a full-mesh of iBGP sessions while larger domains
will organize their iBGP topology around route-reflectors.

• Geographical location of routers. The geographical loca-
tion of routers is another important characteristic of the In-
ternet topology. There is astrong correlation between the lo-
cation of the routers and the location of urban and industrial
areas[25]. The Points of Presence (PoPs) of a domain will
often be located in such places. The location of routers has
an impact on their interconnection, i.e. on the intradomain
topology structure. It also has an impact on the propagation
delay along the links that interconnect the routers. Another
aspect of the geographical spread of routers is thegeograph-
ical coverage of Internet domains. Some domains cover a
small region while others, such as large international transit
networks, can span multiple countries or continents. A last
effect of the geographical location of routers is thelocation
of the interdomain peering links. Indeed, two domains will
often establish their peering links at places where they both
have equipment.

4. ROUTER-LEVEL TOPOLOGIES
In this section, we present a new approach to the design of router-

level network topologies. Our approach relies on the use of network
design heuristics. The chapter is organized as follows. We will first
discuss in Section 4.1 the problem of network design. Basically,
real world networks are the outcome of an optimization process but
they also follow operational guidelines. We identify the objectives
followed by a a real world network designer in practice. Then, we
define in Section 4.2 a set of metrics that can be used to evaluate the
performance of networks as well as to compare different network
designs together. We apply a subset of these metrics on a set of
real networks in Section 4.3 to show that real networks sample the
spectrum of several design parameters. Finally, we describe our
design methodology in Section 4.4.

4.1 Network design
Real world networks are the outcome of a careful design pro-

cess. The network design problem consists of multiple, sometimes
contradictory objectives. No single optimal solution exists, rather a
front of possible solutions. The network design problem hasbeen
fairly discussed in the literature, in particular by [6, 21]. The ob-
jectives of network design may be summarized inminimizing the



latency, dimensioning the linksso that the traffic can be carried
without congestion,adding redundancyso that rerouting is possi-
ble in case of link or router failure and, finally, the networkmust be
designed atthe minimum cost. None of these objectives are cur-
rently explicitly found in degree-based generators such asBRITE
[29] or GT-ITM [7].

Usually, a network designer knows the set of nodes that are tobe
interconnected as well as a prediction of the traffic demand between
these nodes. It will then use network design tools such as Cariden
MATE [42], Delite [6], WANDL IP/MPLSView [24] or OPNET
SPGuru [43] to build a network design that will accomodate the
traffic demand. Designing a good network is a time-consumingtask
though. Indeed, designing an optimal network is computationaly
expensive. Its complexity is roughly evaluated toO(n5) by [21].
This is the reason why network design often relies on heuristics.
In addition, the network designer must go through many possible
instances of a network design until its objectives are reached and
his budget can accomodate it.

Real world networks are often designed with additional con-
straints in mind. For instance, routers have a maximum degree that
corresponds to the maximum number of interfaces they can sup-
port [27]. Core routers for instance have an high bandwidth but
a limited number of interfaces. In constrast, distributionand ac-
cess routers can support a larger number of interfaces but their total
bandwidth is lower. This leads to a 2- or 3-levels network hierar-
chy with an increasing aggregation of traffic in the top (core) level.
Topology generators such as BRITE or GT-ITM will tend to pro-
duce networks with high degree nodes (hubs) in the core. Another
pragmatic constraint to the design of a network can be the avail-
ability of rack space or power supply in a colocation. In addition
to this, network designers apply design guidelines [37], mainly for
the design of robust networks. An interesting point to note is that
a book such as [37] contains no maths at all. In practice, network
design is thus not only an optimization problem.

4.2 Network metrics
In order to measure topologies of real networks as well as to

compare topologies generated by network design heuristics, we
have selected a set of metrics from the networking literature ([5]
is a fair reference). With the following metrics, we capturevari-
ous aspects of the network design problem. The metrics coverper-
formance properties (delay, redundancy), network design cost and
pure graph properties. We use standard graph-theoretic notions.
Specifically, letG(V, E, w) be a weighted graph.V is the set of
vertices (or nodes) ofG andE is the set of edges. Thew is the
edge weighting functionw : E → R.

1. Distance distribution: A first metric is the distribution of
the distances between pairs of nodesalong the shortest-
path route. It is an indication of the delay required to transmit
packets between these nodes under the assumption that the
largest part of the transmission delay is due to the propaga-
tion delay along the links. In particular, thenetwork diame-
ter is the length of the longest shortest path. We measure the
distribution of the distances between pairs by measuring the
length of the shortest-paths between all pairs of nodes.

2. Path diversity: To measure the amount of redundancy of-
fered by a network, we use thepath diversity. This met-
ric measures the availability of diverse paths between pairs
of nodes. The availability of diverse paths is important for
network robustness and traffic engineering. We compute the
path diversity ofG in the following way. For each pair of
distinct verticesi andj taken inV , we compute the path di-

versityρ(i, j) by counting the number of edge-disjoint paths
that are available fromi to j. First, we compute the shortest-
pathπij from i to j using the edges inE. Then we remove
the edges ofπij from E and compute another shortest-path.
This shortest-path will be edge-disjoint from the first one.
We continue until no new path can be found. We repeat
this for each pair(i, j). A similar metric was used in [44]
to compare the path diversity of the Sprint network and the
topologies inferred by Rocketfuel [38].

3. Connectivity: Another way to measure the redundancy of
a network is to compute thek-edge-connectivity[39]. This
metric gives the size of a minimum cut in the network. Com-
pared to the path-diversity metric described in the above para-
graph, the k-edge-connectivity only gives a lower bound on
the number of diverse paths for all the pairs of nodes. To the
opposite, the path-diversity metric gives a lower bound for
each individual pair.

4. Node degree:The distribution of thenode degreesis a met-
ric which is frequently used to evaluate network topologies.
This distribution informs on the existence of hubs, which are
nodes with a high degree, where many other nodes connect.
It is commonly admitted that networks have a small num-
ber of nodes with an high degree (in the backbone) and a
large number of nodes with a low degree (access nodes). It
has been shown that for some networks, this distribution fol-
lows a power law [15]. An interesting fact is that, according
to [21], the average node degree of North American carrier
networks, isd̄ < 2.5, while the average node degree of Eu-
ropean networks is closer tōd > 3.5. The reason is that in
North America, networks span large distances with relatively
sparse population in some areas. In addition, North Ameri-
can networks have more often performed economies of scale
by using increased capacity links.

5. Centrality: Thebetweenness-centrality[5] is a measure of
the centrality of vertices or edges in the graph. It basically
computes the amount of shortest-paths that go through a ver-
tex or an edge. The centrality of a vertexv is computed as

c(v) =
X

s6=v 6=t

σst(v)

σst

i.e. the sum for all pairs of sources and destination(s, t) of
the fraction of shortest-paths froms to t that pass through
v. σst denotes the number of shortest-paths froms to t and
σst(v) denotes the number of shortest-paths froms to t that
go throughv. A similar definition is used to compute the
centrality of edges. Here, the direction of the edges is taken
into account.

c(u, v) =
X

s6=u,v

σst(u, v)

σst

6. Network cost: Finally, an important operational constraint
is the limited amount of money available to build the net-
work. It is however difficult to define anetwork costmetric.
The cost of a network design is difficult to evaluate since
it depends on the technology used for links and routers, the
bandwidth of links and their length. Though, it is possible
to get an idea of some components of the network cost. For
instance, thenetwork span gives an idea of the total length
of the network links.



4.3 Real world networks
We have analysed a set of networks containing large carrier net-

works as well as regional and national networks. In order to mea-
sure the topologies of these networks we have applied the above
metrics. Table 1 shows the results of our measurements on a set of
7 network topologies: Abilene, the US research backbone network;
GEANT, the pan-european research network; EU-ISP, a european
telecom operator; Tiscali; GBLX-EU, the European part of the IP
network of Global Crossing; ISP-A and ISP-B, two tier-1 backbone
topologies studied in [23].

In Table 1, we show in the two first columns the number of ver-
tices and the number of edges of each topology. Then, the third
column (̄δ) shows the average delay between routers. The fourth
column (̄ρ) gives the average path diversity of each topology. The
fifth column (d̄) gives the average node degree. The column la-
belledh̄ gives the average number of hops. Note that for EU-ISP,
we do not have the distance between the routers, hence we do not
give its average delaȳδ and its total network cost.

T |V | |E| δ̄ ρ̄ d̄ h̄

Abilene 11 14 25.6 1.63 2.55 2.47
Géant 28 41 21.8 1.62 2.93 3.31
EU-ISP 53 98 NA 1.97 3.69 3.45
Tiscali 39 52 16.7 1.39 2.67 4.89
GBLX-EU 41 77 26.6 1.79 3.76 3.12
ISP-A 20 44 26.9 3.03 4.4 2.25
ISP-B 20 44 28.9 3 4.4 2.25

Table 1: Comparison of network metrics on real world back-
bone networks.

Based on Table 1, one can assert that real networks sample the
spectrum of several metrics. For instance, backbone networks that
cover the United States territory have different sizes (number of
vertices and edges) and different performance results. Abilene is
quite sparse. ISP-A and ISP-B have a high path diversity (ρ̄ ≃ 3).
The average node degree differs largely among all the topologies,
ranging from 2.55 for Abilene to 4.4 in ISP-A and ISP-B.

We could not apply to the above networks the metrics related to
the network utilization or throughput since we could not obtain the
traffic matrices and the link capacities of these networks.

4.4 Topology generation methodology
In this section, we present our methodology to generate synthetic

router-level topologies. The literature contains a lot of proposals
for building synthetic topologies that have a node-degree distribu-
tion similar to real networks [29, 8]. It has been shown that for
certain metrics [WHICH ONES ?], the degree-based topology gen-
erators better reproduce the hierarchical structure of theInternet
than structural generators [41]. However, the choice of metrics
presented in [41] has since been criticized [27]. The lack ofunder-
standing of the relation between degree-based generated topologies
and real networks is an additional obstacle to using degree-based
topology generators. Finally, it is possible to generate various dif-
ferent topologies with the same node degree distribution and a very
small likelihood to resemble any realistic network [27].

Our methodology shown in Fig. 1 belongs to the class of struc-
tural topology generators. Our approach follows the tasks of a net-
work designer. Usually, a network designer has at hand the set of
nodes to interconnect as well as an estimation of their traffic de-
mand. It will then use a network design tool in an incremental
manner to build a close-to-optimum topology. For the purpose of

generating a model of the Internet topology, we have to generate
the router-level topology of about 20.000 domains. We can not af-
ford producing an optimal design for each domain. We rather rely
on network design heuristics and produce a plausible topology.

Basically, our methodology follows a bottom-up approach. In a
first step, the nodes aregrouped into clusters. These clusters rep-
resent the PoPs of the network. A PoP is composed of two types of
nodes. The backbone nodes connect to nodes in other PoPs while
access nodes only have connections with routers in the same PoP.
We thus end up with a two-level hierarchy composed of a backbone
graph and access graphs1. In a second step, the structure ofeach
PoP is built. We rely on operational practice to build realistic PoP
structures. Once each PoP has been generated, a topology forthe
backbone is produced. The backbone topology is a graph which
interconnects all the backbone nodes of the PoPs. We rely on var-
ious various heuristics to generate the backbone. In a final step,
IGP weights and capacities can be assignedto each link. Dif-
ferent assignment schemes are possible. We describe each step in
more details in the following subsections.

4.4.1 Grouping nodes into PoPs
A Point of Presence (PoP) is a physical location where a domain

has equipment [37]. The location of a PoP is typically a building
in a city, a metropolitan area or a zone of industrial activity [25].
A first characteristic of a PoP is that the routers that it contains are
often geographically close to each other (some of them are usually
in the same room).

To identify the PoPs of the network, we use clustering methods
to group nodes into PoPs. The methods we use are based on the ge-
ographical distance between the nodes, based on the traffic demand
or a combination of both. We rely on K-Medoids [28] to group the
nodes into clusters. This method takes a single parameterK which
is the number of clusters that we want to obtain. Another way to
group nodes into clusters would be to rely on a lattice. Nodesly-
ing in the same cell are grouped to form a PoP. In this case, the
parameter of the clustering algorithm is the size of the cell.

4.4.2 Building the topology of a PoP
The structure of a PoP is often carefully designed. There is well-

known operational practice to build a PoP [37, 22, 20]. A first
topological characteristic of a PoP is that it is the place wheretraf-
fic is aggregated. Usually, at the edge of the network, there is a
high number of small capacity links connecting to customersand
neighboring domains. These links connect to access routersthat
have a high degree. The access routers are then connected to back-
bone routers. A second topological characteristic of a PoP is that
it is often designed to berobust to failures. Typically, to be re-
silient to a single link failure, an access router will connect to at
least 2 backbone routers in the PoP while backbone routers will be
densely connected together. In [22], Iannaccone et al discuss the
structure of Sprint, a large international transit networkand explain
that the backbone routers in a PoP are connected to form a clique.
Such PoP structure is common as it has been shown in operator
forums for other large networks [20].

Our methodology for building the structure of a PoP is inspired
from the above operational practice. For each PoP, we selectthen

most central nodes (geographically speaking) as backbone routers.
The backbone nodes of a PoP are densely connected together using

1Note that in a topology generator such as GT-ITM, the reverse
approach is used. The tool produces a first level with PoPs which
are further expanded by generating access nodes. In BRITE, both
approaches are used. For the bottom-up approach, BRITE usesa
clustering technique based on random walk
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Figure 2: Structure of a PoP (n = 2 and k = 2).

for instance a tour that guarantees 2-edge-connectivity ora clique.
Then, the remaining nodes of the PoP, which model access nodes
are connected to the PoP’s backbone nodes using at leastk edges.
Using k ≥ 2 guarantees redundancy in case of failure (n ≥ 2 is
also needed).

NOTE: if the degree of backbone nodes in the PoP is too high,
the methodology could be improved to add an intermediate layer of
aggregation.

4.4.3 Building the backbone topology
Once each PoP has been generated, the next step consists in con-

necting them together. In the real world, the PoPs are usually inter-
connected with multiple links in the backbone. In [22] for instance,
Iannaccone et al indicate that in the Sprint backbone, each PoP is
connected to a subset of the other PoPs. A full-mesh would obvi-
ously be too expensive. On the other hand, a simple star-topology
is not recommended.

In practice, network designers rely on a variety of mesh-generation
heuristics [31, 6, 21]. Their operation usually consists inbuilding
a seed network topology with built-in requirements such as amax-
imum number of hop separating each pair of nodes or a minimum
connectivity. Then, they proceed iteratively, adding or removing
links in order to satisfy additional constraints (path-diversity, link
utilization for a given demand prediction). This part is often time-
consuming due to the evaluation of many metrics performed ateach
iteration. At the end, the heuristic leads to a close to optimum mesh
design.

In our methodology, we consider only the first step of network
design heuristics to generate the backbone. The first advantage is
that the seed topology can be computed quickly. The disadvantage
is that we do not produce optimal topologies. However, to build a
synthetic model of the Internet, we need to generate a large num-
ber of topologies. We need not produce optimal designs for each

domain.
The first backbone design heuristic we consider is known as

MENTOR [6] and builds a hybrid minimum spanning tree/shortest-
path tree (MST-SPT). The idea behind MENTOR is to find a cen-
tral node from which to start and use a Dijkstra approach where the
labels of nodes are not only the distance from the root, but a lin-
ear combination of the distance from the root (start) node and the
distance from the previou node. The second component pushesto
minimize the total network span. The linear combination is driven
by a parameterα which varies between 0 and+∞. With α = 0,
the heuristic generates a MST while withα = 1, the resulting tree
is close to an SPT. This heuristic has similarities with the Heuristi-
cally Optimized Trade-offs (HOT) proposed by Fabrikant et al [14].
In the HOT approach, nodes arrive uniformly at random in the unit
square. The new nodes attach to a previously arrived node based on
the same combination of distances than in MENTOR. The differ-
ence with MENTOR is that it relies on nodes whose geographical
location is known in advance. In MENTOR the starting node is the
centroid of the set of vertices.

Since trees are weak networks, another heuristic calledMEN-
Tour [6] can be used. This heuristics directly builds a 2-edge-
connected network by computing a minimum length hamiltonian
cycle. Since computing a minimum length hamiltonian cycle is an
NP complete problem, we rely on a Traveling Salesman Problem
(TSP) approximation heuristic to compute the cycle. We use the
furthest-neighborheuristic. This heuristic starts with a tour that
visits two vertices which are furthest apart. The next vertex to be
inserted is the one that increases the length of the current tour the
most when this vertex is inserted in the best position on the current
tour. The rationale behind the furthest insertion heuristic is that
some vertices will be expensive to insert. What are the guarantees
in term of tour length ? Higher bound on the length compared tothe
optimum ? NOTE: the furthest-insertion heuristic does not guar-
antee that two edges wil not cross. The only construction heuristic
that guarantees this is the sweep heuristic.

Another way to produce a 2-edge-connected network is theTwo
Trees method [21] which builds 2 MSTs. The TwoTrees method
which is due to [31] relies on the combination of two trees to form
a network. Good candidate trees are MSTs. The method we have
chosen starts with the MST on the complete set of edgesE. Then
it removes the edges of the first tree fromE and searches in the
resulting graph a second MST which is thus edge-disjoint with the
first MST. The produced graph is the union of both MSTs. Note
that other trees may be used to generate such networks [21].

Finally an interesting mesh generation technique consistsin com-
puting aDelaunay triangulation of the backbone nodes. A De-
launay triangulation is a special type of triangulation graph. It is



unique and it is the dual of the Voronoï diagram. The Voronoï dia-
gram is a partition of the space into polygons called sites. Each site
contains a single vertex and covers the area of points that are closer
to the vertex than to any other vertex. The Delaunay triangulation
is a graph that connects two vertices together if their sitesin the
Voronoï diagram are adjacent. It therefore connects the sites that
are close to each other. A Delaunay triangulation can be computed
efficiently (typicaly inO(n.log(n)) [10]). The Delaunay triangu-
lation also has interesting properties. For instance, it contains the
MST. Using a Delaunay triangulation produces a topology with al-
ternate paths between nodes, while minimizing the number ofsuch
paths. This is an efficient way of obtaining a cost-effectivetopol-
ogy with redundancy.

For clarity reasons, we show in Fig. 3 a visual illustration of
how each method performs. The various methods were applied to
a randomly generated set of 20 vertices covering Australia.

4.4.4 Assigning IGP weights
After the topology generation step, we assign IGP weights to

the links. The IGP weights assignment will influence the selection
of the paths used to cross the network. Strangely, this step has
received little attention in the topology generators currently in use
[29, 7].

In real world networks, different assignment schemes are used.
There are two main schemes and a lot of variations. The first com-
mon scheme consists in assigning to each link an IGP weight that
is proportional to thelink propagation delay or thelink mileage.
In a least-weight routing scheme, this weights assignment leads to
the selection of intradomain paths with the smallest delay.This is
the scheme deployed in the Abilene backbone. In Fig. 4 we showa
scatterplot of the IGP weights versus the links mileage. There is a
clear correlation between the IGP weights and the links mileage in
the Abilene network.
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Figure 4: Scatterplot of IGP weights versus links mileage in
Abilene.

Another common practice is to assign the IGP weight of a link
based on theinverse of its capacity. This assignment is also known
as theCISCO default metricand it is supposed to favour Equal-
Cost-Multi-Path (ECMP). It leads to intradomain paths using the
highest bandwidth links. In backbone networks, most link capaci-
ties are high and similar. In this case, a least-weight routing scheme
behaves as minimum-hop routing. In real world networks, theIGP
weights deriver from the inverse of the capacity are often manually
tuned. This is the case in the GEANT backbone. We show in Fig. 5
the scatterplot of the IGP weights versus the links capacities. We

also show the inverse of capacity function (1012

C
) in order to com-

pare. We observe that the GEANT links have 3 different capacities:
155Mbps, 2.4Gbps and 10Gbps. For most links, the assigned IGP
weight is in conformance with the inverse-capacity scheme except
for two links.
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Figure 5: Scatterplot of IGP weights versus link capacity in
GEANT.

In addition to the above schemes, some operators use smarter
assignments such as AT&T’s IGP weight optimization method pro-
posed by Fortz et al [18] that minimizes the link utilization. An-
other possibility is to rely on the method proposed by Nucci et al
[34] to optimize IGP weights but without having a negative impact
on the IP fast-restoration techniques [22].

In our methodology, IGP weights can be assigned a constant
value or they can be based on the link mileage or on the inverse
of the links capacities. In the first case, all the links will have the
same IGP weight and shortest-path routing will compute minimum-
hop paths. The third assignment, based on the inverse of capacities,
requires that link capacities be assigned in advance. In thefuture,
we could also rely on Fortz’s IGP-WO implemented in the TOTEM
toolbox [46]. Using this method would require the links capacities
as well as the traffic matrix.

4.4.5 Assigning capacities
In an optional step, capacities can be assigned to the links.The

approach of current topology generators consists in assigning links
capacities in a random manner. In BRITE [29] for instance, band-
width can be assigned to links according to uniform, exponential or
Pareto distributions. Random assignment of link capacities is inter-
esting since it allows to generate many different assignments. How-
ever, it is very unlikely to produce link capacity assignments that
are realistic. In real network design, link capacities areassigned
in order to accomodate a traffic demandbetween the nodes of
the network. In [33] for instance, Norden has evaluated a newQoS
routing algorithm. For this purpose, he designed synthetictopolo-
gies and relied on a real network design method proposed by Fin-
gerhut et at [17] to compute the bandwidth of the links. The method
computes the links capacities that are sufficient to carry a traffic de-
mand that satisfies predefined constraints. The method uses linear
programming in order to solve the assignment.

In our methodology, we assigned the link capacities in orderto
ensure that the demand matrix can be accomodated. For this pur-
pose, we do not rely on linear programming, but we compute the
All-Pairs Shortest Paths (APSP) and we simulate the forwarding of
traffic demand between all pairs of nodes in order to compute the



(a) MST (b) hybrid MST-SPT (α = 0.7) (c) hybrid MST-SPT (α = 0.3)

(d) minimum length hamiltonian cycle (e) two disjoint MSTs (f) Delaunay triangulation

Figure 3: Various mesh designs for a 20-nodes topology located in Australia.

utilization of each link. If there are multiple equal-cost paths, the
volume of the demand is splitted equally among the availablepaths
as in [16]. Based on the computed load of each link, the tool selects
the suitable capacities.

The utilization of the links is computed based on the computed
shortest-paths. The traffic matrixT gives the amount of traffic ex-
changed between the nodes. In particular,σst gives the volume
sent from the source nodet to the destination nodet.

Γu,v ≥
X

(s,t)

σst(u, v).Tst

σst

(1)

whereΓu,v is the capacity of link(u, v). The selected capacity
must be higher than the computed load of each link. The possible
link capacities are selected in a finite set of capacities correspond-
ing to technologies in use today (see Fig. 2).

Technology Capacity
E3 34 Mbps
T3 45 Mbps
STM-1 155 Mbps
STM-4/OC-12 622 Mbps
Gigabit Ethernet 1 Gbps
STM-16/OC-48 2.4 Gbps
STM-64/OC-192 10 Gbps

Table 2: Capacities of links.

In addition, the link capacity can be assigned so as to limit the
maximum link utilization to a predefined levelτ . This corresponds
to real world operational practice. For instance, links areoften
given a capacity such that the load will be 40 to 50 % [45]. The
rationale behind this practice is to keep spare capacity in order
to accomodate the variations of the traffic demand as well as its
evolution. In the future, we plan to simulate the single-link/router
failures and compute the capacity required to accomodate all (or a
subset of) the failures. This is what is implemented in commercial
network design tools such as WANDL IP/MPLSView [24].

4.5 Comparison of the mesh generation tech-
niques

In order to compare the above mesh generation techniques, we
applied them to different sets of vertices. The two first setsare real
world networks: Abilene, the US research backbone, and GEANT,

the european research backbone. The two second sets are synthetic.
They are composed of vertices whose coordinates were generated
uniformly at random. The first synthetic network is composedof 20
nodes placed on the Australian continent (Australia-20). The sec-
ond set is composed of 50 nodes placed in North America (North-
America-50).

We generated the following designs for each set of vertices.First,
a tour, that we call TSP. Then, two hybrid MST-SPTs with param-
etersα = 0.3 (MENTOR 0.3) andα = 0.7 (MENTOR 0.7). The
third class of mesh is based on the TwoTrees heuristic (TwoTrees).
Finally, we generated a Delaunay triangulation of the vertices (De-
launay). In these topologies, the weight of each link is set according
to the link length.

In Fig. 6, we show a measure of the length of the shortest pathsin
the different generated meshes. On the x-axis, we show the length
of the paths. On the y-axis, we show the cumulative fraction of
paths that have the corresponding length. A first observation is that
for this metric the heuristics can be sorted starting from the best
and ending with the worst. The Delaunay triangulation provides
the best results, then the TwoTrees, followed by the MST-SPTs and
the worst results are provided by the TSP.

For the Abilene and GEANT backbones, we can compare the
synthetic meshes with the original networks. The average path-
length in the Abilene backbone is 2385.7 kms with a standard de-
viation of 1296.9 kms. The maximum path lengths is 5029.2 kms.
The maximum path length gives an idea of an upper bound on the
propagation delay in the network. The Delaunay triangulation pro-
vides an average shortest path length equal to 2056.9 kms with a
std. dev. of 1077.8 kms. The maximum length is 4126.5 kms. On
the other hand, the TSP heuristic leads to an average shortest path
length of 3198.8 kms with a std. dev. of 1664.4 kms. The maxi-
mum length is 5811.4 kms. If short delays are an objective of the
design, the TSP heuristics should be avoided. When the network
contains a larger number of nodes, the results of the TSP are going
further apart from the other heuristics (see North-America-50).

In GEANT, the average path length is 2166.6 kms with a stan-
dard deviation of 1733.3 kms. The larger deviation can be ex-
plained by the fact that the GEANT backbone contains two links
that cross the atlantic ocean. BLABLABLA

In Fig. 7, we show a measure of the path-diversity in the different
generated meshes. The lowest path diversity is obtained with the
MST-SPT heuristic since it builds trees. The offered path-diversity
in this case is limited to 1. Then, the TSP offers a path-diversity
of 2 with one path clockwise and another counterclockwise. The
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Figure 6: Length of shortest-paths in synthetic meshes.
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Figure 7: Path diversity in synthetic meshes.

MENTOR heuristic provides a path-diversity
The evaluation performed in this section helps to select which

mesh generation heuristic is suitable for what objective. For in-
stance, if we want a minimum cost network with good delay char-
acteristics and if we do not care about the resilience, the MST-SPT
approach is suitable. If we need resilience and do not care about the
performance, a tour can be used. If resilience and performance mat-
ter, the TwoTrees approach can be used since it provides short paths

between any pair of vertices. In addition, it is 2-edge-connected
since the minimum edge-cut in a TwoTree-generated mesh contains
2 edges. Such a network is resilient to a single link failure.Finally,
if path diversity is required, the Delaunay triangulation provides
performance and a high path diversity. If the network cost matter,
the TwoTrees approach is preferable over the Delaunay triangula-
tion since the latter contains a larger number of edges.
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Figure 8: Node degree in synthetic meshes.

 0

 2

 4

 6

 8

 10

 12

 0  10  20  30  40  50  60  70

F
ra

ct
io

n 
of

 n
od

es
 (

%
)

Centrality

Abilene

Delaunay
MENTOR 0.3
MENTOR 0.7

TSP
two-trees

original

 0

 5

 10

 15

 20

 25

 0  50  100  150  200  250  300  350  400

F
ra

ct
io

n 
of

 n
od

es
 (

%
)

Centrality

GEANT

Delaunay
MENTOR 0.3
MENTOR 0.7

TSP
two-trees

original

 0

 5

 10

 15

 20

 0  50  100  150  200  250  300

F
ra

ct
io

n 
of

 n
od

es
 (

%
)

Centrality

Australia-20

Delaunay
MENTOR 0.3
MENTOR 0.7

TSP
two-trees

 0

 10

 20

 30

 40

 50

 0  200  400  600  800  1000  1200  1400  1600  1800  2000

F
ra

ct
io

n 
of

 n
od

es
 (

%
)

Centrality

North-America-50

Delaunay
MENTOR 0.3
MENTOR 0.7

TSP
two-trees

Figure 9: Centrality of vertices in synthetic meshes.

5. AN EXPERIMENTAL INTERNET TOPOL-
OGY

In this section, we describe an experimental router-level Internet
topology designed based on the methodology introduced in Sec-
tion 4. This topology is not a model of the real Internet topology.
This model can not be used for the purpose of reproducing how
interdomain routing and interdomain traffic engineering behave in

the real Internet.It is rather a model capturing some aspects of the
Internet topology such as the geographical spread of routers, the
redundancy of peering links, peering policies and router-level in-
tradomain topologies. It can be used to study how these character-
istics impact routing and traffic engineering techniques.

The section is organized as follows. We first describe the datasets
that we used to build the topology in Section??. Then, we describe
our methodology in Section??.
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Figure 10: Centrality of edges in synthetic meshes.

5.1 Geographic location of routers
The first step towards the construction of our router-level Internet

topology consists in positionnning the routers on the earth. A char-
acterization of the geographic location of routers was performed
by Lakhina et al [25]. However, no model exists. BRITE [29] pro-
vides a mean to place routers at random on a square map using a
uniform or a pareto distributions. However, it is unsure whether or
not the resulting geographical distribution has similarities with the
real world.

We rely on a dataset providing amapping between ranges of IP
addresses and geographic coordinates(latitude and longitude).
This dataset was obtained by a geolocation technique [35]. Such
technique relies on a mix of whois databases requests (see also
[32]), hostname based mapping and various other heuristicsto de-
termine with more or less accuracy the location of an Internet host.
According to [35], a single technique alone is not sufficient, but
the combination of whois, hostname and ad-hoc information works
quite well. The potential uses of geographic mapping include con-
tent customization, targeted advertising and struggle against credit
card fraud. A lot of commercial companies are selling such databases
today. Among them, we opted for MaxMind [1] which claims for
an high accuracy2. The database we use is dated from the 6th
of June, 2004 and it contains 1873457 ranges of IP addresses in
118489 geographical locations.

With this dataset, we do not obtain the location of routers but the
location of Internet hosts. However, we rely on the fact thatblocks
of IP addresses represent networks that are connected to a PoP of
an ISP. Groups of IP addresses that belong to the same domain and
that are located at the same place constitute a PoP for this domain.

5.2 Geographic coverage of domains
We need to identify for each block of IP addresses by which do-

main it is owned. We rely on a BGP routing table dump for this

2In addition to affordable prices for education

Figure 11: Plot of the points-of-presence on a world map.

purpose. This routing table provides us with a mapping between IP
prefixes and AS-Paths. We take the last AS in the AS-Path to re-
trieve theorigin AS of an IP prefix3. With this information, we are
able to find the origin AS of prefixes that contain the IP addresses
ranges found in the geolocation dataset. The BGP routing table
dump we use was collected by the RouteViews project [30] and
is dated from the 5th of June, 2004 and contains 139527 different
prefixes originated by WWW different ASes.

NOTE: say how many origin AS were found + say how many
locations were found in each AS (median, p-5 and p-95 or distribu-
tion)

5.3 Domain topologies
Based on the geolocation dataset and on a BGP routing table

3In the case of aggregated routes with an AS-Path that does not
end with an AS_SEQUENCE segment, we are not able to find the
origin of the route. This concerns only XXX percent of the routing
table



dump, we are able to find for each domain a set ofN PoPs. We
know the geographical location of each PoP. We apply the method-
ology described in Section 4 to generate a router-level topology for
each domain.

We use the following parameters. For each domain, we group
its N locations inK = N

S
clusters which leads to clusters with an

average size ofS. We arbitrarily choose to useS = 5, but other
values are possible. Then, we generated the structure of each PoP
using the methodology of Section 4.4.3. The parameters we use
aren = 2 backbone routers in each PoP and a redundancy factor
k = 2. This ensures a robust PoP design. To connect the PoPs
together, we choose the Delaunay triangulation since it provides
a performant, redundant network at a reasonable cost. The other
mesh generation heuristics described in Section 4.4.3 can also be
used. Then, we assign IGP weights based on the links mileage.Fi-
nally, we assign capacities. Since we do not have a traffic demand,
we choose to assign backbone links an high capacityΓh and ac-
cess links a lower capacityΓl. We arbitrarily choose 10Gbps and
155Mbps as values forΓh andΓl respectively.

5.4 Interdomain peerings
In order to connect the domains together, we need to know for

each pair of domains if they have a peering together. In this case,
we also need to know if it is a customer-provider or peer-to-peer re-
lationship. We use an AS-level topology inferred by Subramanian
et al [40]. This dataset contains the interdomain relationships that
exist between Internet domains. We are aware of the limitations of
such dataset [12]. In particular the utilization of a small set of van-
tage points located mostly in the core of the Internet missesa large
number of shared-cost and backup peerings. Dimitropoulos et al
have recently proposed a new approach to the generation of syn-
thetic AS-level topologies with embedded policies [13]. Another
possibility would be to rely on an AS-level topology generator that
produces an hierachy of domains such as GHITLE [11].

NOTE: Such data can not be produced by BRITE. GT-ITM2 [8]
is supposed to produce such policies but it is still not available
publicly.

In addition, each time two domains have a peering relationship,
we need to decide how many peering links they have between each
other and where these links are connected. We decided to deter-
mine the number of interdomain linksNij based on the sizes of the
domains,Ni andNj . We use the following formula

Nij = 1 + (N − 1).

—

Ni.Nj

(maxi Ni)2

�

(2)

This formula guarantees that1 ≤ Nij ≤ N . We choose arbitrarily
N =.

To place these links, we rely on the assumption that two domains
will preferably connect at places where both are present. Our al-
gorithm to select the endpoints of theN interdomain links is as
follows. We start withN links to select. In the first iteration, we
search among theNi×Nj pairs of routers the shortest link(u1, v1).
Then, we remove from the set of possible endpoints the verticesu1

andv1. We start a second iteration, and so on untilN links are
placed.

NOTE: the above algorithm has limitations. First, the orderin
which links are selected has an impact on the solution found.It
might be better to select a slightly longer link at first to reach a bet-
ter solution. I wonder if this is a well-known combinatorialprob-
lem. Second, the algorithm does not take the geographical spread
of the interconnections into account. This is probably one of the
objectives of domains.

Domain i Domain j

Figure 12: Interconnection of two domains.

5.4.1 Internal BGP setup
In addition to the model of the physical or layer-3 topology,the

evaluation of interdomain routing protocols also requiresa model
of the logical topology. The physical model represents the phys-
ical (or layer-3) links that exist between routers. In contrast, the
logical topology defines how the routers talk to each other and ex-
change routing information. The logical topology can be detailed
in the logical topology used inside domains and the logical topol-
ogy used between domains. Typicaly, the internal logical topology
models the iBGP sessions between routers while the externaltopol-
ogy models the eBGP sessions. The internal and external logical
topologies follow different design rules.

The logical topology inside a domain strongly differs from the
physical (or layer-3) topology. There are two typical configurations
of BGP within a domain. The first one is a full-mesh of iBGP
sessions, meaning that each router has an iBGP session with all
the other routers. Fig. 13 shows an example of a simple network
topology composed of three PoPs on the left and the internal logical
topology for the same network if a full-mesh of iBGP sessionsis
used. The iBGP full-mesh can be modeled as a clique of undirected
edges.

The second common logical topology within a domain is an
iBGP hierarchy. In such a topology, not all routers and not all iBGP
sessions are equal. There are special routers named route-reflectors
and special iBGP sessions which are sessions to client routers. The
special client iBGP sessions are directed. The route-reflectors are
allowed to propagate over a client iBGP session routes received
over another iBGP session. A variation of this topology is some-
times deployed in real networks. In this variation, the client routers
are connected together in a full-mesh of iBGP sessions. Bothtopolo-
gies are illustrated in Fig. 14.

The external part of the logical topology follows the links of the
physical topology. For each link between two domains in the phys-
ical topology, there will be an edge in the logical topology,repre-
senting an eBGP session. The difference compared to the internal
logical topology is that policies are enforced on the external links.

The policies enforced on the external logical links depend on
the economical relationships between the domains. These rela-
tionships can be grossly categorized in two types [19]: provider-
customer and peer-to-peer relationships. The first type of relation-
ship is used between a provider and a customer domains. The cus-
tomer buys connectivity from its provider and receives fromthis
provider routes towards all the Internet destinations. In addition,
the providers advertises to the whole Internet the networksof the
customer. The second type of relationship occurs between two do-
mains that have a private peering and that share its cost. Both
domains will usually only advertise the routes towards their own
clients on this peering in order to avoid to provide transit for Inter-
net routes to the peer domain. In addition, the domains having a
peer-to-peer relationship will not advertise to their provider
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Figure 15: Interdomain relationships.

The above relationships can be implemented using policies on
the eBGP sessions. Each type of relationship defines a different
policy.

In addition to the policies allowing or preventing transit,Internet
domains also use preference settings. These preferences define a
political ranking on the routes. A typical setting is to prefere the
routes learned from a customer over the routes received froma peer
or a provider. The rational behind this preference is that using the
route received by a customer does not cost money. For the same
reason, the routes received from a peer are also prefered over the
routes received from a provider. This defines a local rankingof
routes based on the types of relationships: customer routes> peer
routes > provider routes.

NOTE: the model of interdomain relationships from Gao et al is
coarse. (1) It is not unusal to have domains that maintain differ-
ent relationships over different peering links. (2) In addition, other
policies are enforced. For instance, research backbone networks
such as Abilene only redistribute routes towards research and edu-
cation networks. Other local policies are also possible (toprovide
backup routes for instance). (3) Finally, policies relatedto traffic
engineering are also enforced.

6. CONCLUSION
In this chapter, we have described a pragmatic methodology to

build router-level Internet topologies. In the first part ofthe chap-
ter, we focused on the generation of a single domain topology. We

presented an original methodology which, in contrast with tradi-
tional topology generators, relies on network design heuristics in-
stead of probabilistic models. We described 4 different network
design heuristics and we compared them based on real world net-
works as well as synthetic sets of vertices. We used different met-
rics to examine the performance obtained with each heuristic. To
cite two heuritics, we concluded that the hybrid MST-SPT heuristic
is suitable to build low-cost and performant networks without ro-
bustness. On the other hand, a Delaunay triangulation produces a
performant network that is resilient to the failure of linksand nodes.
In addition, we present solutions to the assignment of IGP weights
and capacities to the network links.

In the second part, we applied our router-level topology gener-
ator to the construction of an Internet-like toplogy. This topology
captures different aspects of the real world Internet topology such
as the redundancy of peering links, peering policies, geographic
spread of routers and router-level domain topologies. We described
how to build this topology from 3 datasets obtained by measure-
ment in the real Internet. This topology is more detailled than
topologies obtained from probabilistic models. In addition, it is
possible to vary its characteristics and study their impacton the
performance of interdomain routing and traffic engineering.

NOTE: - talk about links croissing ocean (Atlantic = pond/millpond)
- talk about operational practice for iBGP hierarchy: if network
over multiple continents, use top-level RRs on both sides ofthe
ocean instead of having all major locations on the top-levelmesh.



For the modeling, this may mean that an additional level of RRs is
required. See RIPE-49 BGP network design...
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