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1. INTRODUCTION

In this report, we discuss the parameters that are impofoant
the generation of synthetic topologies. We focus on thematers
that are significant for the evaluation of interdomain rogtpro-
tocols and interdomain traffic engineering, though thisuassion
also largely applies to the evaluation of other protocolapplica-
tions. Indeed, the evaluation of applications such as Ydgideo
over IP or peer-to-peer (P2P) software critically dependshe
properties captured by the topology model. For the Voiaddi
over IP protocol, the delay between participants as welheg t
geographic distribution are relevant. For P2P, the hetreity of
link capacities has an impact on the performance [36]. Irctse
of routing protocols and traffic engineering methods, a@otkle-
vant property of the topology is the path diversity, i.e. ¢éxéstence
of alternative paths between a source and a destinatioseTgahs
may have differing properties such as the delay, the aveilzdnd-
width or even the node- or edge-disjointness.

The problem of obtaining an accurate picture of the Internet
topology is not new. We do not know the shape of the Internet

today, especially at the router level. There are multiptsoas for
this. First, we do not know about the internal structure ahdms
since their operators are often reluctant to publish theltgyy of
their network. The internal structure of a domain is importance
it constrains the paths that intradomain and interdomairtirrg

protocols will select. Second, we do not know how domains are

connected together. There is no map of the Internet availabl
day. Looking at BGP routing tables from a small set of moinitpr
points [40] provides a gross picture of the interdomain graow-
ever, this approach misses a large number of edges, maitiyeof
shared-cost type, that are valuable for interdomain rgupiroto-
cols. In addition, the interdomain graph that we have todal- i
cates when domains are connected together, but it doesaader
information on the link redundancy. Finally, an importahtiac-
teristic of the interdomain graph is the notion of policieko the
opposite of the intradomain graph, not all paths throughitie
terdomain graph are allowed. These paths are constraindaeby
policies that are enforced by the domains. Hence, the edgés o
interdomain graph must be fitted out with attributes defirtimg
relationship [19] between the interconnected domains.
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Today, no topology generator is able to produce router-epelo-
gies of the Internet in a satisfactory way. In this chapterpnopose
a methodology to build more realistic router-level topaésgand
we apply it to the construction of an experimental Interiogtot-
ogy. We first survey in Section 2, the approaches currentiygbe
used by researchers to infer or generate Internet-likelogpes.
Second, we summarize in Section 3 what are the importanachar
teristics of Internet topologies suitable for the evaloatof inter-
domain routing protocols and traffic engineering technsgdenird,
we describe our approach in Section 4. We start by descrlimag
real-world network toppologies are designed. We surveynibe
rics that can be used to evaluate a network design. Then, fiveede
our methodology for building router-level topologies. lec8on 5,
we apply this methodology to the construction of an expeniiale
Internet topology. Finally, we conclude in Section 6.

2. RELATED WORK

Several approaches to the generation of Internet rowet-depolo-
gies suitable for simulation have been proposed in thealitee.
The first and most natural approach was to rely on existingorét
topologies. This approach is limited due to the difficultyatf-
taining the topology of operational networks today. Mosinaek
operators still feel nervous when asked to reveal a predéise of
their network topology. There has then been proposals ferring
network topologies at the router-level from measuremdrosket-
fuel [38] is the most famous of these techniques and it reliethe
result of several traceroutes. Unfortunately, since tages only
perform a sampling of the real network topology, these tephes
sometimes miss multiple paths between routers [26], [4d]ad-
dition, these techniques sometimes fail to resolve routases re-
sulting in links and routers that do not really exist [44].

At the AS-level, techniques such as [40] have been proposed
to infer the business relationships between domains frorti-mu
ple BGP routing table dumps. These techniques also provide a
undersampling of the real interdomain topology since BGR-ro
ing tables only provide the best routes selected by BGP [Bgs€
topologies are thus not representative of the actual diyessthe
AS-level paths. In [9], Willinger et al discuss the compietss of
the inferred topologies based on local views. In additiofgrred
AS-level topologies do not provide information on the numbke
peerings between domains nor information on the interna¢gtre
of domains. Other inferrence techniques have been propatad
such as [4] and [12]. The later shows that using BGP updates mo
peering links are discovered. However these techniquésr$rdm
the same limitations as studied in [9].

Another approach consists in generating synthetic topesaghar-
ing selected properties with the real Internet. Availal#eerators
such as BRITE [29] and GT-ITM [8] produce topologies that re-



spect graph properties seen in the real Internet. GT-ITMrfer
stance allows to build router-level topologies with a bamidyaccess
hierarchy. Nodes are placed randomly on a map and connested u
ing a probabilistic model such as Waxman [47]. The problem of
this approach is that topologies are generated in order toiani
pure graph properties of real networks. They fail to captuee
optimization process that is also at the basis of the realorét
topologies.

In [3], Alderson et al have presented a novel approach to¢he d
sign and generation of realistic Internet topologies whighoses
on taking into account the economical and technical driVarges
of the Internet. Their idea consists in formulating the retnde-
sign problem as an optimization problem which takes as iaput
traffic demand and produces a router/host level topologserlam
[27], Li et al have propsed new metrics for evaluating geteera
topologies. They have used their metrics to evaluate vanimn-
erated topologies and compare them to real networks andddeur
tically Optimal Tradeoffs (HOT) networks [14] that have thame
node-degree distribution. They concluded that topologieser-
ated without taking into account economical and technical-c
straints perform poorly. They also predicted that futungotogy
generators should not be built on pure graph-theoretic gutigs
but upon more pragmatic properties such as the maximumghrou
put that can be achieved by the network and its resiliencaliaés.

3. MOTIVATIONS AND REQUIREMENTS

In this section, we describe the key characteristics thabdetn
of the Internet topology should capture to be suitable ferdtal-
uation of interdomain routing and traffic engineering. Tehes-
quirements cover both intradomain and interdomain cheristics
of the topology.

e Realistic intradomain structure. Each domain in the In-
ternet can be composed of several routers. The structure of
the interconnection of these routers is an important charac
teristic of the Internet topology. There are different mes
to take into account the intradomain structure of domains in
a model of the Internet topology. First, the charactesstic
of the intradomain paths such @ delay or the bandwidth
are components of the interdomain paths characteristtos. T
internal structure of a domain must therefore include such
characteristics. Seconthe paths available to cross a do-
main influence the selection of interdomain pathsth BGP
for instance, this interaction is known as hot-potato mgiti
i.e. BGP will prefer to cross the domain with the lowest IGP
cost path. The paths used to traverse a domain will depend
on the setting of the IGP weights. We showed in Chapter
that in the GEANT network, a large number of routing deci-
sions were based on the IGP cost. Finally, inside a domain
there are oftemultiple pathso go from an ingress point to
an egress point. This diversity of available paths influsnce
the performance of traffic engineering techniques. The-inte
nal structure of domains is thus an important component of a
realistic model of the Internet topology.

Redundancy of interdomain links. Another relevant char-
acteristic of the Internet topology is the availability ofim
tiple parallel links between two different domains. Intfrn
domains maintain multiple peering links with their neighdbo
for different reasons. A first reason is ttesilienceof the
peering: if one link fails, the peering is still operationa
second reason is the ability to balance the traffic load ascro
multiple interdomain links, leading to aimcreased band-

are closer to a given geographical area. Modeling multiple
links between two domains is thus important for the evalua-
tion of interdomain traffic engineering solutions. In cuntre
approaches such as BRITE, redundancy can occur acciden
taly while it is deliberate in the real world.

BGP sessions graphThe physical Internet topology is over-
layed by a graph of BGP sessions. This graph has two im-
portant characteristics that matter for the evaluatiomtsti
domain routing and traffic engineering. The first one is the
presence oBGP policieson eBGP sessions. These policies
will constrain the authorized interdomain paths [19]. The
second characteristic is tlggaph of iBGP sessionwithin
each domain. The default graph is a clique, but it quickly
becomes too large when the number of routers in the do-
main grows. For this reason, hierarchical iBGP topologies
have been introduced. These topologies rely on the utiliza-
tion of route-reflectors. The introduction of route-reftest

in an iBGP topology change can cause important changes in
the selection of interdomain routes. Typically, small domea
will use a full-mesh of iIBGP sessions while larger domains
will organize their iBGP topology around route-reflectors.

Geographical location of routers The geographical loca-
tion of routers is another important characteristic of the |
ternet topology. There isstrong correlation between the lo-
cation of the routers and the location of urban and indudtria
areas[25]. The Points of Presence (PoPs) of a domain will
often be located in such places. The location of routers has
an impact on their interconnection, i.e. on the intradomain
topology structure. It also has an impact on the propagation
delay along the links that interconnect the routers. Anothe
aspect of the geographical spread of routers igtdwgraph-

ical coverage of Internet domainsSome domains cover a
small region while others, such as large internationalsitan
networks, can span multiple countries or continents. A last
effect of the geographical location of routers is theation

of the interdomain peering linkdndeed, two domains will
often establish their peering links at places where thef bot
have equipment.

4. ROUTER-LEVEL TOPOLOGIES

In this section, we present a new approach to the design tdrrou
level network topologies. Our approach relies on the usetfork
design heuristics. The chapter is organized as follows. Wéinst
discuss in Section 4.1 the problem of network design. Blgica
real world networks are the outcome of an optimization psedrit
they also follow operational guidelines. We identify thgeaitives
followed by a a real world network designer in practice. Thea
define in Section 4.2 a set of metrics that can be used to ¢eahea
performance of networks as well as to compare different odw
designs together. We apply a subset of these metrics on d set o
real networks in Section 4.3 to show that real networks sartiya
spectrum of several design parameters. Finally, we descrily
design methodology in Section 4.4.

4.1 Network design

Real world networks are the outcome of a careful design pro-
cess. The network design problem consists of multiple, omes
contradictory objectives. No single optimal solution ¢xjsather a

front of possible solutions. The network design problem leen
fairly discussed in the literature, in particular by [6, 2The ob-

width. A third reason is the provision of egress points that jectives of network design may be summarizednimimizing the



latency, dimensioning the links so that the traffic can be carried
without congestionadding redundancyso that rerouting is possi-
ble in case of link or router failure and, finally, the netwankist be
designed athe minimum cost None of these objectives are cur-
rently explicitly found in degree-based generators sucBRS E
[29] or GT-ITM [7].

Usually, a network designer knows the set of nodes that dve to
interconnected as well as a prediction of the traffic demataéen
these nodes. It will then use network design tools such asi€ar
MATE [42], Delite [6], WANDL IP/MPLSView [24] or OPNET
SPGuru [43] to build a network design that will accomodate th
traffic demand. Designing a good network is a time-consurask
though. Indeed, designing an optimal network is computatip
expensive. Its complexity is roughly evaluated@¢n®) by [21].
This is the reason why network design often relies on hécsist
In addition, the network designer must go through many pbssi
instances of a network design until its objectives are redamnd
his budget can accomodate it.

Real world networks are often designed with additional con-
straints in mind. For instance, routers have a maximum eetipagt
corresponds to the maximum number of interfaces they can sup
port [27]. Core routers for instance have an high bandwidth b
a limited number of interfaces. In constrast, distributaord ac-
cess routers can support a larger number of interfaces éiutdial
bandwidth is lower. This leads to a 2- or 3-levels networkdiie
chy with an increasing aggregation of traffic in the top (3degel.
Topology generators such as BRITE or GT-ITM will tend to pro-
duce networks with high degree nodes (hubs) in the core. h&mot
pragmatic constraint to the design of a network can be thi-ava
ability of rack space or power supply in a colocation. In &ddi
to this, network designers apply design guidelines [37]intpdor
the design of robust networks. An interesting point to netéat
a book such as [37] contains no maths at all. In practice, orétw
design is thus not only an optimization problem.

4.2 Network metrics

In order to measure topologies of real networks as well as to
compare topologies generated by network design heuristies
have selected a set of metrics from the networking liteea{(5]
is a fair reference). With the following metrics, we captueei-
ous aspects of the network design problem. The metrics qmarer
formance properties (delay, redundancy), network desigh and
pure graph properties. We use standard graph-theoreticnsot
Specifically, letG(V, E, w) be a weighted graphV" is the set of
vertices (or nodes) off and E is the set of edges. The is the
edge weighting functiow : £ — R.

1. Distance distribution: A first metric is the distribution of
the distances between pairs of nodealong the shortest-
path route. Itis an indication of the delay required to traits
packets between these nodes under the assumption that the
largest part of the transmission delay is due to the propaga-
tion delay along the links. In particular, tietwork diame-
ter is the length of the longest shortest path. We measure the
distribution of the distances between pairs by measuriag th
length of the shortest-paths between all pairs of nodes.

2. Path diversity: To measure the amount of redundancy of-
fered by a network, we use thgath diversity. This met-
ric measures the availability of diverse paths betweenspair
of nodes. The availability of diverse paths is important for
network robustness and traffic engineering. We compute the
path diversity ofG in the following way. For each pair of
distinct vertices andj taken inV/, we compute the path di-

versity p(i, 7) by counting the number of edge-disjoint paths
that are available fromto ;. First, we compute the shortest-
pathm;; from i to j using the edges iw. Then we remove
the edges ofr;; from E and compute another shortest-path.
This shortest-path will be edge-disjoint from the first one.
We continue until no new path can be found. We repeat
this for each pair(z, j). A similar metric was used in [44]

to compare the path diversity of the Sprint network and the
topologies inferred by Rocketfuel [38].

. Connectivity: Another way to measure the redundancy of

a network is to compute theedge-connectivity[39]. This
metric gives the size of a minimum cut in the network. Com-
pared to the path-diversity metric described in the abova-pa
graph, the k-edge-connectivity only gives a lower bound on
the number of diverse paths for all the pairs of nodes. To the
opposite, the path-diversity metric gives a lower bound for
each individual pair.

. Node degree:The distribution of thexode degreess a met-

ric which is frequently used to evaluate network topologies
This distribution informs on the existence of hubs, which ar
nodes with a high degree, where many other nodes connect.
It is commonly admitted that networks have a small num-
ber of nodes with an high degree (in the backbone) and a
large number of nodes with a low degree (access nodes). It
has been shown that for some networks, this distribution fol
lows a power law [15]. An interesting fact is that, according
to [21], the average node degree of North American carrier
networks, isd < 2.5, while the average node degree of Eu-
ropean networks is closer tb> 3.5. The reason is that in
North America, networks span large distances with reltive
sparse population in some areas. In addition, North Ameri-
can networks have more often performed economies of scale
by using increased capacity links.

. Centrality: Thebetweenness-centrality5] is a measure of

the centrality of vertices or edges in the graph. It basjcall
computes the amount of shortest-paths that go through a ver-
tex or an edge. The centrality of a vertexs computed as

c(v) = Z —USt(U)

stopt Ot
i.e. the sum for all pairs of sources and destinatien) of
the fraction of shortest-paths fromto ¢ that pass through
v. os: denotes the number of shortest-paths froto ¢ and
ost(v) denotes the number of shortest-paths froto ¢ that
go throughv. A similar definition is used to compute the
centrality of edges. Here, the direction of the edges isrtake
into account.

c(u,v) = Z USt(EZv)

s#u,v

. Network cost: Finally, an important operational constraint

is the limited amount of money available to build the net-
work. It is however difficult to define aetwork cost metric.

The cost of a network design is difficult to evaluate since
it depends on the technology used for links and routers, the
bandwidth of links and their length. Though, it is possible
to get an idea of some components of the network cost. For
instance, theetwork span gives an idea of the total length

of the network links.



4.3 Real world networks

We have analysed a set of networks containing large careier n
works as well as regional and national networks. In order ¢a-m
sure the topologies of these networks we have applied theeabo
metrics. Table 1 shows the results of our measurements droé se
7 network topologies: Abilene, the US research backbongor&t
GEANT, the pan-european research network; EU-ISP, a earope
telecom operator; Tiscali; GBLX-EU, the European part & IR
network of Global Crossing; ISP-A and ISP-B, two tier-1 Haahke

generating a model of the Internet topology, we have to gdaer
the router-level topology of about 20.000 domains. We carafio
ford producing an optimal design for each domain. We ratélr r
on network design heuristics and produce a plausible tggolo

Basically, our methodology follows a bottom-up approachal
first step, the nodes agrouped into clusters These clusters rep-
resent the PoPs of the network. A PoP is composed of two tyfpes o
nodes. The backbone nodes connect to nodes in other PoRs whil
access nodes only have connections with routers in the safe P
topologies studied in [23]. We thus end up with a two-level hierarchy composed of a bawkbo

In Table 1, we show in the two first columns the number of ver- graph and access graphsn a second step, the structureegfch
tices and the number of edges of each topology. Then, the thir POP is built. We rely on operational practice to build realistic PoP
column ¢) shows the average delay between routers. The fourth Structures. Once each PoP has been generated, a topolddg for
column () gives the average path diversity of each topology. The backbone is produced The backbone topology is a graph which
fifth column () gives the average node degree. The column la- interconnects all the backbone nodes of the PoPs. We relypien v
belled’ gives the average number of hops. Note that for EU-ISP, i0US various heuristics to generate the backbone. In a ftepl s
we do not have the distance between the routers, hence wet do no!GP weights and capacities can be assignem each link. Dif-

give its average delayand its total network cost.

viTiel] s [ 5] d ] &
Abllene | 11 | 14 | 25.6 | 1.63 | 2.55 | 2.47
Géant 28 | 41 | 21.8| 1.62| 2.93 | 3.31
EU-ISP | 53 | 98 | NA | 1.97| 3.69| 3.45
Tiscall 39 | 52 | 16.7 | 1.39| 2.67 | 4.89
GBLX-EU | 41 | 77 | 26.6| 1.79| 3.76 | 3.12
ISP-A 20 | 44 | 269 | 3.03| 44 | 2.25
ISP-B 20 | 44 | 289| 3 | 44 | 2.25

Table 1: Comparison of network metrics on real world back-
bone networks.

ferent assignment schemes are possible. We describe egcim st
more details in the following subsections.

4.4.1 Grouping nodes into PoPs

A Point of Presence (PoP) is a physical location where a domai
has equipment [37]. The location of a PoP is typically a bodd
in a city, a metropolitan area or a zone of industrial actiy&5].

A first characteristic of a PoP is that the routers that it amst are
often geographically close to each other (some of them arallys
in the same room).

To identify the PoPs of the network, we use clustering method
to group nodes into PoPs. The methods we use are based on the ge
ographical distance between the nodes, based on the traffiartt
or a combination of both. We rely on K-Medoids [28] to group th
nodes into clusters. This method takes a single paramétehich

Based on Table 1, one can assert that real networks sample thdS the number of clusters that we want to obtain. Another veay t

spectrum of several metrics. For instance, backbone nksnbat
cover the United States territory have different sizes (pemnof
vertices and edges) and different performance resultsleAdiis
quite sparse. ISP-A and ISP-B have a high path divergity (3).

The average node degree differs largely among all the tgpeso
ranging from 2.55 for Abilene to 4.4 in ISP-A and ISP-B.

We could not apply to the above networks the metrics related t

the network utilization or throughput since we could notadbthe
traffic matrices and the link capacities of these networks.

4.4 Topology generation methodology

In this section, we present our methodology to generatéasyiot
router-level topologies. The literature contains a lot afgosals
for building synthetic topologies that have a node-degistrilu-
tion similar to real networks [29, 8]. It has been shown ttaat f
certain metrics [WHICH ONES 7], the degree-based topolagy g
erators better reproduce the hierarchical structure ofiriternet
than structural generators [41]. However, the choice ofricget
presented in [41] has since been criticized [27]. The laaknafer-
standing of the relation between degree-based genergteldgies
and real networks is an additional obstacle to using degesed
topology generators. Finally, it is possible to generatéous dif-
ferent topologies with the same node degree distributichearery
small likelihood to resemble any realistic network [27].

Our methodology shown in Fig. 1 belongs to the class of struc-

tural topology generators. Our approach follows the tasksret-
work designer. Usually, a network designer has at hand thefse
nodes to interconnect as well as an estimation of their ¢raifé-

mand. It will then use a network design tool in an incremental

manner to build a close-to-optimum topology. For the puepofk

group nodes into clusters would be to rely on a lattice. Ndges
ing in the same cell are grouped to form a PoP. In this case, the
parameter of the clustering algorithm is the size of the cell

4.4.2 Building the topology of a PoP

The structure of a PoP is often carefully designed. Theresls w
known operational practice to build a PoP [37, 22, 20]. A first
topological characteristic of a PoP is that it is the placemskraf-
fic is aggregated Usually, at the edge of the network, there is a
high number of small capacity links connecting to custonzers
neighboring domains. These links connect to access rotitats
have a high degree. The access routers are then connectackto b
bone routers. A second topological characteristic of a BdRat
it is often designed to beobust to failures. Typically, to be re-
silient to a single link failure, an access router will coonto at
least 2 backbone routers in the PoP while backbone routdrisewi
densely connected together. In [22], lannaccone et al sisthe
structure of Sprint, a large international transit netwankl explain
that the backbone routers in a PoP are connected to formweclig
Such PoP structure is common as it has been shown in operator
forums for other large networks [20].

Our methodology for building the structure of a PoP is insgir
from the above operational practice. For each PoP, we sbleat
most central nodes (geographically speaking) as backlmriers.
The backbone nodes of a PoP are densely connected togsitigr us

!Note that in a topology generator such as GT-ITM, the reverse
approach is used. The tool produces a first level with PoPshwhi
are further expanded by generating access nodes. In BRBEE, b
approaches are used. For the bottom-up approach, BRITEauses
clustering technique based on random walk
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Figure 1: Network design methodology.
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Figure 2: Structure of a PoP (n = 2 and k = 2).

for instance a tour that guarantees 2-edge-connectivigyadique.
Then, the remaining nodes of the PoP, which model accessnode
are connected to the PoP’s backbone nodes using atieskjes.
Using k > 2 guarantees redundancy in case of failuteX 2 is
also needed).

NOTE: if the degree of backbone nodes in the PoP is too high,
the methodology could be improved to add an intermediater lafy
aggregation.

4.4.3 Building the backbone topology

Once each PoP has been generated, the next step consisis in co
necting them together. In the real world, the PoPs are ysimdr-
connected with multiple links in the backbone. In [22] fostance,
lannaccone et al indicate that in the Sprint backbone, eaéhi®
connected to a subset of the other PoPs. A full-mesh woul@ obv
ously be too expensive. On the other hand, a simple statetigpo
is not recommended.

In practice, network designers rely on a variety of meshegation
heuristics [31, 6, 21]. Their operation usually consistbuiiding
a seed network topology with built-in requirements such ama-
imum number of hop separating each pair of nodes or a minimum
connectivity. Then, they proceed iteratively, adding anosing
links in order to satisfy additional constraints (pathedsity, link
utilization for a given demand prediction). This part isesfttime-
consuming due to the evaluation of many metrics performedett
iteration. At the end, the heuristic leads to a close to optmmesh
design.

In our methodology, we consider only the first step of network
design heuristics to generate the backbone. The first aalyaris
that the seed topology can be computed quickly. The disadgan
is that we do not produce optimal topologies. However, tédoai
synthetic model of the Internet, we need to generate a lauge n
ber of topologies. We need not produce optimal designs fon ea

domain.

The first backbone design heuristic we consider is known as
MENTOR [6] and builds a hybrid minimum spanning tree/shortest-
path tree (MST-SPT). The idea behind MENTOR is to find a cen-
tral node from which to start and use a Dijkstra approach evtes
labels of nodes are not only the distance from the root, birt-a |
ear combination of the distance from the root (start) nodetha
distance from the previou node. The second component ptshes
minimize the total network span. The linear combinationrigesh
by a parametetx which varies between 0 andoo. With « = 0,
the heuristic generates a MST while with= 1, the resulting tree
is close to an SPT. This heuristic has similarities with treitisti-
cally Optimized Trade-offs (HOT) proposed by Fabrikantl¢14].

In the HOT approach, nodes arrive uniformly at random in thié u
square. The new nodes attach to a previously arrived nodsel loes
the same combination of distances than in MENTOR. The differ
ence with MENTOR is that it relies on nodes whose geographica
location is known in advance. In MENTOR the starting nodédnés t
centroid of the set of vertices.

Since trees are weak networks, another heuristic cME®N-
Tour [6] can be used. This heuristics directly builds a 2-edge-
connected network by computing a minimum length hamiltonia
cycle. Since computing a minimum length hamiltonian cyslan
NP complete problem, we rely on a Traveling Salesman Problem
(TSP) approximation heuristic to compute the cycle. We bee t
furthest-neighborheuristic. This heuristic starts with a tour that
visits two vertices which are furthest apart. The next vettebe
inserted is the one that increases the length of the cummenthe
most when this vertex is inserted in the best position on tineeat
tour. The rationale behind the furthest insertion heuwrigithat
some vertices will be expensive to insert. What are the guiees
in term of tour length ? Higher bound on the length compareteo
optimum ? NOTE: the furthest-insertion heuristic does not guar-
antee that two edges wil not cross. The only constructiomi$té
that guarantees this is the sweep heuristic.

Another way to produce a 2-edge-connected network ige
Trees method [21] which builds 2 MSTs. The TwoTrees method
which is due to [31] relies on the combination of two treesainf
a network. Good candidate trees are MSTs. The method we have
chosen starts with the MST on the complete set of edgeThen
it removes the edges of the first tree frathand searches in the
resulting graph a second MST which is thus edge-disjoirt thie
first MST. The produced graph is the union of both MSTs. Note
that other trees may be used to generate such networks [21].

Finally an interesting mesh generation technique consistsm-
puting aDelaunay triangulation of the backbone nodes. A De-
launay triangulation is a special type of triangulationgiralt is



unique and it is the dual of the Voronoi diagram. The Voronai d
gram is a partition of the space into polygons called siteshEsite
contains a single vertex and covers the area of points thaieser
to the vertex than to any other vertex. The Delaunay trizatgan
is a graph that connects two vertices together if their Sitethe
Voronoi diagram are adjacent. It therefore connects tles $itat
are close to each other. A Delaunay triangulation can be atedp
efficiently (typicaly inO(n.log(n)) [10]). The Delaunay triangu-
lation also has interesting properties. For instance,ritaios the
MST. Using a Delaunay triangulation produces a topology it
ternate paths between nodes, while minimizing the numbsuctf
paths. This is an efficient way of obtaining a cost-effectiwgol-
ogy with redundancy.

For clarity reasons, we show in Fig. 3 a visual illustratidn o
how each method performs. The various methods were applied t
a randomly generated set of 20 vertices covering Australia.

4.4.4 Assigning IGP weights

After the topology generation step, we assign IGP weights to
the links. The IGP weights assignment will influence the cteda
of the paths used to cross the network. Strangely, this siep h
received little attention in the topology generators cotlkein use
[29, 7].

In real world networks, different assignment schemes ageel.us
There are two main schemes and a lot of variations. The firat co
mon scheme consists in assigning to each link an IGP weiglt th
is proportional to théink propagation delay or thelink mileage.

In a least-weight routing scheme, this weights assignnesdd to
the selection of intradomain paths with the smallest deTdys is
the scheme deployed in the Abilene backbone. In Fig. 4 we show
scatterplot of the IGP weights versus the links mileage.r@iea
clear correlation between the IGP weights and the linksaggein
the Abilene network.
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Figure 4. Scatterplot of IGP weights versus links mileage in
Abilene.

Another common practice is to assign the IGP weight of a link
based on theverse of its capacity This assignment is also known
as theCISCO default metriand it is supposed to favour Equal-
Cost-Multi-Path (ECMP). It leads to intradomain paths gsihe
highest bandwidth links. In backbone networks, most linkaci
ties are high and similar. In this case, a least-weight nguscheme
behaves as minimum-hop routing. In real world networks |G
weights deriver from the inverse of the capacity are oftenumady

also show the inverse of capacity functio%@) in order to com-
pare. We observe that the GEANT links have 3 different cdigaci
155Mbps, 2.4Gbps and 10Gbps. For most links, the assigned 1G
weight is in conformance with the inverse-capacity scheroe gt

for two links.
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Figure 5: Scatterplot of IGP weights versus link capacity in
GEANT.

In addition to the above schemes, some operators use smarter
assignments such as AT&T'’s IGP weight optimization methad p
posed by Fortz et al [18] that minimizes the link utilizatioAn-
other possibility is to rely on the method proposed by Nutale
[34] to optimize IGP weights but without having a negativepant
on the IP fast-restoration techniques [22].

In our methodology, IGP weights can be assigned a constant
value or they can be based on the link mileage or on the inverse
of the links capacities. In the first case, all the links wile the
same IGP weight and shortest-path routing will compute imimn-
hop paths. The third assignment, based on the inverse ofitiaga
requires that link capacities be assigned in advance. |futioee,
we could also rely on Fortz’s IGP-WO implemented in the TOTEM
toolbox [46]. Using this method would require the links ceaifias
as well as the traffic matrix.

4.4.5 Assigning capacities

In an optional step, capacities can be assigned to the Iifks.
approach of current topology generators consists in aisgjdimks
capacities in a random manner. In BRITE [29] for instancedba
width can be assigned to links according to uniform, exptinkor
Pareto distributions. Random assignment of link capacisiinter-
esting since it allows to generate many different assignsaétow-
ever, it is very unlikely to produce link capacity assignnsetiat
are realistic. In real network design, link capacities assigned
in order to accomodate a traffic demandbetween the nodes of
the network. In [33] for instance, Norden has evaluated aQe®
routing algorithm. For this purpose, he designed synttiefiolo-
gies and relied on a real network design method proposedry Fi
gerhut et at [17] to compute the bandwidth of the links. Théhoe
computes the links capacities that are sufficient to camrgftid de-
mand that satisfies predefined constraints. The method inses |
programming in order to solve the assignment.

In our methodology, we assigned the link capacities in otder
ensure that the demand matrix can be accomodated. For this pu
pose, we do not rely on linear programming, but we compute the

tuned. This is the case in the GEANT backbone. We show in Fig. 5 All-Pairs Shortest Paths (APSP) and we simulate the foriwgrof

the scatterplot of the IGP weights versus the links capitiVe

traffic demand between all pairs of nodes in order to comphee t



(a) MST

(b) hybrid MST-SPT & = 0.7)

(c) hybrid MST-SPT & = 0.3)

(d) minimum length hamiltonian cycle

(e) two disjoint MSTs

(f) Delaunay triangulation

Figure 3: Various mesh designs for a 20-nodes topology locad in Australia.

utilization of each link. If there are multiple equal-costtips, the
volume of the demand is splitted equally among the availpaths
as in [16]. Based on the computed load of each link, the tdetse
the suitable capacities.

The utilization of the links is computed based on the congbute
shortest-paths. The traffic matrix gives the amount of traffic ex-
changed between the nodes. In particutay, gives the volume
sent from the source nodeo the destination node

Fu,u Z Z a'st(u, U).Tst

Ost
(s.t) °

whereT', ., is the capacity of link(u,v). The selected capacity
must be higher than the computed load of each link. The plessib
link capacities are selected in a finite set of capacitiesespond-
ing to technologies in use today (see Fig. 2).

@

Technology Capacity
E3 34 Mbps
T3 45 Mbps
STM-1 155 Mbps
STM-4/0C-12 622 Mbps
Gigabit Ethernet 1 Gbps
STM-16/0C-48 | 2.4 Gbps
STM-64/0C-192| 10 Gbps

Table 2: Capacities of links.

In addition, the link capacity can be assigned so as to lihat t
maximum link utilization to a predefined level This corresponds
to real world operational practice. For instance, links @aiften
given a capacity such that the load will be 40 to 50 % [45]. The
rationale behind this practice is to keep spare capacityrdiero
to accomodate the variations of the traffic demand as weltsas i
evolution. In the future, we plan to simulate the singlddinuter
failures and compute the capacity required to accomodb(erad
subset of) the failures. This is what is implemented in contiaé
network design tools such as WANDL IP/MPLSView [24].

4.5 Comparison of the mesh generation tech-
niques
In order to compare the above mesh generation techniques, w
applied them to different sets of vertices. The two first aegsreal
world networks: Abilene, the US research backbone, and GEAN

€

the european research backbone. The two second sets dretgynt
They are composed of vertices whose coordinates were dedera
uniformly at random. The first synthetic network is composE20
nodes placed on the Australian continent (Australia-20)e $ec-
ond set is composed of 50 nodes placed in North America (North
America-50).

We generated the following designs for each set of vertigist,

a tour, that we call TSP. Then, two hybrid MST-SPTs with param
etersa. = 0.3 (MENTOR 0.3) andx = 0.7 (MENTOR 0.7). The
third class of mesh is based on the TwoTrees heuristic (Te&s)r
Finally, we generated a Delaunay triangulation of the gegi(De-
launay). Inthese topologies, the weight of each link is sebeding

to the link length.

In Fig. 6, we show a measure of the length of the shortest paths
the different generated meshes. On the x-axis, we show tigghle
of the paths. On the y-axis, we show the cumulative fractibn o
paths that have the corresponding length. A first obsenvagithat
for this metric the heuristics can be sorted starting from lilest
and ending with the worst. The Delaunay triangulation piesi
the best results, then the TwoTrees, followed by the MSTsSHil
the worst results are provided by the TSP.

For the Abilene and GEANT backbones, we can compare the
synthetic meshes with the original networks. The averadb-pa
length in the Abilene backbone is 2385.7 kms with a standard d
viation of 1296.9 kms. The maximum path lengths is 5029.2.kms
The maximum path length gives an idea of an upper bound on the
propagation delay in the network. The Delaunay triangoitagiro-
vides an average shortest path length equal to 2056.9 krhsawit
std. dev. of 1077.8 kms. The maximum length is 4126.5 kms. On
the other hand, the TSP heuristic leads to an average shpatits
length of 3198.8 kms with a std. dev. of 1664.4 kms. The maxi-
mum length is 5811.4 kms. If short delays are an objectivdef t
design, the TSP heuristics should be avoided. When the rletwo
contains a larger number of nodes, the results of the TSPoang g
further apart from the other heuristics (see North-AmeE&oa

In GEANT, the average path length is 2166.6 kms with a stan-
dard deviation of 1733.3 kms. The larger deviation can be ex-
plained by the fact that the GEANT backbone contains twoslink
that cross the atlantic ocean. BLABLABLA

In Fig. 7, we show a measure of the path-diversity in the dhffie
generated meshes. The lowest path diversity is obtaindd thet
MST-SPT heuristic since it builds trees. The offered patemity
in this case is limited to 1. Then, the TSP offers a path-ditgr
of 2 with one path clockwise and another counterclockwiske T
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Figure 6: Length of shortest-paths in synthetic meshes.
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Figure 7: Path diversity in synthetic meshes.

MENTOR heuristic provides a path-diversity
The evaluation performed in this section helps to selecthvhi

mesh generation heuristic is suitable for what objectiver iR-
stance, if we want a minimum cost network with good delay <har
acteristics and if we do not care about the resilience, thé-8BT
approach is suitable. If we need resilience and do not camet e
performance, a tour can be used. If resilience and perfarenanat-
ter, the TwoTrees approach can be used since it providessiths

between any pair of vertices. In addition, it is 2-edge-amad
since the minimum edge-cut in a TwoTree-generated meshiosnt
2 edges. Such a network is resilient to a single link fail&ieally,

if path diversity is required, the Delaunay triangulatiaoypdes
performance and a high path diversity. If the network costtena
the TwoTrees approach is preferable over the Delaunayguilan
tion since the latter contains a larger number of edges.
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Figure 9: Centrality of vertices in synthetic meshes.

5. AN EXPERIMENTAL INTERNET TOPOL-

oGY

In this section, we describe an experimental router-lavielrhet

topology designed based on the methodology introduced ér Se

tion 4. This topology is not a model of the real Internet taoy
This model can not be used for the purpose of reproducing how
interdomain routing and interdomain traffic engineeringde in

the real Internet.lIt is rather a model capturing some asp#Edhe
Internet topology such as the geographical spread of mutee
redundancy of peering links, peering policies and rowgell in-
tradomain topologies. It can be used to study how these ctesra
istics impact routing and traffic engineering techniques.

The section is organized as follows. We first describe thasas
that we used to build the topology in Secti®h Then, we describe
our methodology in Sectio®?.
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5.1 Geographic location of routers

The first step towards the construction of our router-lewedinet
topology consists in positionnning the routers on the edktthar-
acterization of the geographic location of routers wasqueréd
by Lakhina et al [25]. However, no model exists. BRITE [29%pr

vides a mean to place routers at random on a square map using a * ~

uniform or a pareto distributions. However, it is unsure thiee or
not the resulting geographical distribution has similasitith the
real world.

We rely on a dataset providingaapping between ranges of IP
addresses and geographic coordinate@atitude and longitude).
This dataset was obtained by a geolocation technique [35¢h S
technique relies on a mix of whois databases requests (see al
[32]), hostname based mapping and various other heuristids-
termine with more or less accuracy the location of an Intehost.
According to [35], a single technique alone is not sufficidnit
the combination of whois, hostname and ad-hoc informatiorkss
quite well. The potential uses of geographic mapping inelcoin-
tent customization, targeted advertising and strugglénagaredit
card fraud. A lot of commercial companies are selling sudhlEses
today. Among them, we opted for MaxMind [1] which claims for
an high accuracy. The database we use is dated from the 6th
of June, 2004 and it contains 1873457 ranges of IP addresses i
118489 geographical locations.

With this dataset, we do not obtain the location of routet<tel
location of Internet hosts. However, we rely on the fact tiiatks
of IP addresses represent networks that are connected t8 afPo
an ISP. Groups of IP addresses that belong to the same donthin a
that are located at the same place constitute a PoP for titiaido

5.2 Geographic coverage of domains

We need to identify for each block of IP addresses by which do-
main it is owned. We rely on a BGP routing table dump for this

2In addition to affordable prices for education

Figure 11: Plot of the points-of-presence on a world map.

purpose. This routing table provides us with a mapping betwg
prefixes and AS-Paths. We take the last AS in the AS-Path to re-
trieve theorigin AS of an IP prefix®. With this information, we are
able to find the origin AS of prefixes that contain the IP adskes
ranges found in the geolocation dataset. The BGP routinig tab
dump we use was collected by the RouteViews project [30] and
is dated from the 5th of June, 2004 and contains 139527 dlifter
prefixes originated by WWW different ASes.

NOTE: say how many origin AS were found + say how many
locations were found in each AS (median, p-5 and p-95 oridistr
tion)

5.3 Domain topologies
Based on the geolocation dataset and on a BGP routing table

%In the case of aggregated routes with an AS-Path that does not
end with an AS_SEQUENCE segment, we are not able to find the
origin of the route. This concerns only XXX percent of theting

table



dump, we are able to find for each domain a sef\oPoPs. We
know the geographical location of each PoP. We apply the odeth
ology described in Section 4 to generate a router-levelltgyofor
each domain.

We use the following parameters. For each domain, we group

its NV locations inK = % clusters which leads to clusters with an
average size of. We arbitrarily choose to us€ = 5, but other
values are possible. Then, we generated the structure bfFaR
using the methodology of Section 4.4.3. The parameters we us

aren = 2 backbone routers in each PoP and a redundancy factor
k = 2. This ensures a robust PoP design. To connect the PoPs

together, we choose the Delaunay triangulation since iiges

a performant, redundant network at a reasonable cost. Fee ot
mesh generation heuristics described in Section 4.4.3 Isanbe
used. Then, we assign IGP weights based on the links miléage.
nally, we assign capacities. Since we do not have a traffiadem
we choose to assign backbone links an high capdgityand ac-
cess links a lower capacify;. We arbitrarily choose 10Gbps and
155Mbps as values fdr;, andI’; respectively.

5.4 Interdomain peerings

In order to connect the domains together, we need to know for
each pair of domains if they have a peering together. In théec
we also need to know if itis a customer-provider or peerderpe-
lationship. We use an AS-level topology inferred by Subnaiara
et al [40]. This dataset contains the interdomain relatigpssthat
exist between Internet domains. We are aware of the liroitatodf
such dataset [12]. In particular the utilization of a smatlaf van-
tage points located mostly in the core of the Internet miadasge
number of shared-cost and backup peerings. Dimitropoulas e
have recently proposed a new approach to the generatiomef sy
thetic AS-level topologies with embedded policies [13]. oftmer
possibility would be to rely on an AS-level topology generahat
produces an hierachy of domains such as GHITLE [11].

NOTE: Such data can not be produced by BRITE. GT-ITM2 [8]
is supposed to produce such policies but it is still not afzi
publicly.

In addition, each time two domains have a peering relatipnsh
we need to decide how many peering links they have betwedn eac
other and where these links are connected. We decided to dete
mine the number of interdomain links;; based on the sizes of the
domains,N; and N;. We use the following formula

Nij 2

1+(N—1)[ i N; J

(max; N;)?2

This formula guarantees that< N;; < N. We choose arbitrarily
N =.

To place these links, we rely on the assumption that two dasnai
will preferably connect at places where both are present. &Du
gorithm to select the endpoints of thé interdomain links is as
follows. We start withV links to select. In the first iteration, we
search among th¥; x N; pairs of routers the shortest lifik1, v1).
Then, we remove from the set of possible endpoints the esttic
andv;. We start a second iteration, and so on un¥illinks are
placed.

NOTE: the above algorithm has limitations. First, the ordier
which links are selected has an impact on the solution fouid.
might be better to select a slightly longer link at first tocha bet-
ter solution. | wonder if this is a well-known combinatorfabb-
lem. Second, the algorithm does not take the geographicabdp
of the interconnections into account. This is probably ofi¢he
objectives of domains.

Domain i

Domain j

Figure 12: Interconnection of two domains.

5.4.1 Internal BGP setup

In addition to the model of the physical or layer-3 topoloipe
evaluation of interdomain routing protocols also requaasnodel
of the logical topology. The physical model represents thgsp
ical (or layer-3) links that exist between routers. In castr the
logical topology defines how the routers talk to each otherean
change routing information. The logical topology can beaided
in the logical topology used inside domains and the logicpbt-
ogy used between domains. Typicaly, the internal logigabkogy
models the iIBGP sessions between routers while the extepalt
ogy models the eBGP sessions. The internal and externalalogi
topologies follow different design rules.

The logical topology inside a domain strongly differs frohet
physical (or layer-3) topology. There are two typical confagions
of BGP within a domain. The first one is a full-mesh of iBGP
sessions, meaning that each router has an iBGP session lith a
the other routers. Fig. 13 shows an example of a simple nktwor
topology composed of three PoPs on the left and the intesgaddl
topology for the same network if a full-mesh of iBGP sessimns
used. The iBGP full-mesh can be modeled as a clique of uriditec
edges.

The second common logical topology within a domain is an
iBGP hierarchy. In such a topology, not all routers and NaB& P
sessions are equal. There are special routers named edlgetors
and special iBGP sessions which are sessions to clientrsodthe
special client iBGP sessions are directed. The route-tefieare
allowed to propagate over a client iBGP session routes vedei
over another iBGP session. A variation of this topology is18e
times deployed in real networks. In this variation, therdli®uters
are connected together in a full-mesh of iIBGP sessions. ®ptiio-
gies are illustrated in Fig. 14.

The external part of the logical topology follows the linksttoe
physical topology. For each link between two domains in tingsp
ical topology, there will be an edge in the logical topologgpre-
senting an eBGP session. The difference compared to theahte
logical topology is that policies are enforced on the exdklinks.

The policies enforced on the external logical links depend o
the economical relationships between the domains. Thdae re
tionships can be grossly categorized in two types [19]: iolev
customer and peer-to-peer relationships. The first typelafion-
ship is used between a provider and a customer domains. Bhe cu
tomer buys connectivity from its provider and receives frtms
provider routes towards all the Internet destinations. ddit@on,
the providers advertises to the whole Internet the netwofkbe
customer. The second type of relationship occurs betweerloa
mains that have a private peering and that share its costh Bot
domains will usually only advertise the routes towardsrtiogin
clients on this peering in order to avoid to provide transitlhter-
net routes to the peer domain. In addition, the domains aain
peer-to-peer relationship will not advertise to their pdev
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- — - peer-to-peer relationship
——p customer-provider relationship

sibling relationship

Figure 15: Interdomain relationships.

The above relationships can be implemented using poligies o
the eBGP sessions. Each type of relationship defines adtiffer
policy.

In addition to the policies allowing or preventing transiternet
domains also use preference settings. These prefereniies de
political ranking on the routes. A typical setting is to mef the
routes learned from a customer over the routes receiveddmpeer
or a provider. The rational behind this preference is thatguthe

presented an original methodology which, in contrast wittlit
tional topology generators, relies on network design Is¢igs in-
stead of probabilistic models. We described 4 differentvoet
design heuristics and we compared them based on real warld ne
works as well as synthetic sets of vertices. We used differet-
rics to examine the performance obtained with each herigo
cite two heuritics, we concluded that the hybrid MST-SP Tristic
is suitable to build low-cost and performant networks withm-

route received by a customer does not cost money. For the samébustness. On the other hand, a Delaunay triangulation pesda

reason, the routes received from a peer are also preferedrm/e
routes received from a provider. This defines a local rankihg
routes based on the types of relationships: customer roupegr
routes > provider routes.

NOTE: the model of interdomain relationships from Gao esal i
coarse. (1) Itis not unusal to have domains that maintaifedif
ent relationships over different peering links. (2) In aéuh, other
policies are enforced. For instance, research backbonevowrds
such as Abilene only redistribute routes towards researwhedu-
cation networks. Other local policies are also possiblegtovide
backup routes for instance). (3) Finally, policies relatedtraffic
engineering are also enforced.

6. CONCLUSION

In this chapter, we have described a pragmatic methodology t
build router-level Internet topologies. In the first parttioé chap-
ter, we focused on the generation of a single domain topoldgy

performant network that is resilient to the failure of lirdesd nodes.
In addition, we present solutions to the assignment of IGghts
and capacities to the network links.

In the second part, we applied our router-level topologyegen
ator to the construction of an Internet-like toplogy. Thopalogy
captures different aspects of the real world Internet togplsuch
as the redundancy of peering links, peering policies, grgagc
spread of routers and router-level domain topologies. Veeriteed
how to build this topology from 3 datasets obtained by measur
ment in the real Internet. This topology is more detaillednth
topologies obtained from probabilistic models. In additidt is
possible to vary its characteristics and study their immacthe
performance of interdomain routing and traffic engineering

NOTE: - talk about links croissing ocean (Atlantic = pondipond)
- talk about operational practice for iBGP hierarchy: if medrk
over multiple continents, use top-level RRs on both sidebeof
ocean instead of having all major locations on the top-lewekh.



For the modeling, this may mean that an additional level o RR
required. See RIPE-49 BGP network design...
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